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Sub-cycle multidimensional spectroscopy of 
strongly correlated materials

V. N. Valmispild1,2, E. Gorelov    1, M. Eckstein2,3,4, A. I. Lichtenstein    1,2,4, 
H. Aoki    5,6, M. I. Katsnelson    7, M. Yu. Ivanov    8,9 & O. Smirnova    8,10 

Strongly correlated solids are complex and fascinating quantum systems, 
where new electronic states continue to emerge, especially when interaction 
with light triggers interplay between them. In this interplay, a sub-laser-cycle 
electronic response is particularly attractive as a tool for the ultrafast 
manipulation of matter at the petahertz scale. Here we introduce a new 
type of nonlinear multidimensional spectroscopy, which allows us to 
unravel charge and energy flows in strongly correlated systems interacting 
with few-cycle infrared pulses and the complex interplay between 
different correlated states evolving on the sub-femtosecond timescale. 
We demonstrate that the sub-cycle spectroscopy of a single-particle 
electronic response is extremely sensitive to correlated many-body 
dynamics and provides direct access to many-body response functions. 
For the two-dimensional Hubbard model under the influence of ultrashort, 
intense electric-field transients, we resolve the sub-femtosecond pathways 
of charge and energy flows between localized and delocalized many-body 
states and the creation of a highly correlated state surviving after the end 
of the laser pulse. Our findings open the way towards a regime of imaging 
and manipulating strongly correlated materials at optical rates, beyond the 
multicycle approach employed in Floquet engineering, with the sub-cycle 
response being a key tool for accessing many-body phenomena.

The advent of attosecond pulses1–3, attosecond spectroscopy4–13 and 
lightwave electronics14–28, which aim to resolve and control light-driven 
electron motion on sub-laser-cycle timescales29–32, has challenged 
our perception of reactivity—a capacity of atoms, molecules or solids 
to undergo changes triggered by an external agent. In chemistry, it 
prompted a quest for charge-directed reactivity, a chemical change 
driven by attosecond electron dynamics33–39. A similar concept should 
exist in solids, where strong electron–electron correlations40–42 can lead 
to a rich variety of phase transitions and the appearance of new states 
of matter43–45 due to electronic response to intense light46, including 
possible light-induced superconductivity47–49 or light control of the 

electronic band structure50,51. An intriguing direction to control the 
electronic states in strongly correlated materials relies on time-periodic 
perturbations52–54, giving rise to the powerful concept of the Floquet 
engineering of quantum materials55, which typically focuses on 
laser-cycle-averaged modifications of material properties. Experimen-
tal observation of the cycle-by-cycle build-up of the Floquet bands56 and 
of the sub-cycle band structure modifications50 are opening access to 
the sub-cycle-resolved electronic structures of light-driven solids. The 
sub-laser-cycle timescale is particularly relevant in strongly correlated 
systems: a typical on-site electron–electron interaction U ≈ 1 eV cor-
responds to the timescale of the correlated electronic response to an 
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access to many-body response functions. The possibility to analyse the 
underlying excitation pathways is key to understanding non-thermal 
materials control.

We consider a half-filled Hubbard model on the 2D square lattice  
for fermions, supporting a realistic 2D band dispersion with the char-
acteristic Van Hove singularity and sharp band edges. The lattice is 
driven by a strong field linearly polarized along the lattice diagonal, 
triggering a fully 2D response (in contrast to previously employed 
Bethe or hypercube lattices66,67 or one-dimensional chains12,68). To 
treat the non-perturbative time-dependent problem, we employ the 
non-equilibrium extension69–71 of the dynamical mean-field theory72. 
The method employed was benchmarked against the exact dynamical 
simulation of a one-dimensional finite chain12, with excellent agree-
ment, demonstrating the method’s ability to capture dynamical 
many-body correlations beyond the standard mean-field description 
(Supplementary Section 3). The algorithm is described in another 
work73 (Methods). The implementation is based on the Non-Equilibrium 
Systems Simulation (NESSi) simulation package for non-equilibrium 
Green’s functions74.

The parameters of the single-band Hubbard model are adjusted to 
reproduce the real electronic structure of undoped La2CuO4: the lattice 
constant a0 = 3.78 Å, the nearest-neighbour hopping T1 = 0.43 eV (ref. 75)  

external perturbation Δt ≈ 1/U ≈ 1 fs, well below the cycle of a standard 
infrared (IR) driver, with the respective dynamics potentially leading 
to such remarkable features as a transition from Coulomb repulsion to 
effective electron–electron attraction induced by half-cycle pulses57,58.

One way to probe and control the sub-cycle electronic response 
is to use few-cycle pulses with a controlled carrier–envelope phase 
(CEP)28–32,59. In solids, these pulses have been used to detect photo-
emission delays60; quantify the timescale of nonlinear response to 
light61; image surface states in topological insulators62; and resolve 
and control highly nonlinear electronic response in bulk dielectrics, 
two-dimensional (2D) materials and nanostructures8,22,63–65. Yet, the 
physical picture of electron–electron correlations evolving on the 
sub-cycle scale in strongly correlated systems remains elusive.

Here we introduce the sub-cycle multidimensional spectroscopy 
of electron dynamics in solids and apply it to a strongly correlated 
system. Our approach uses the CEP dependence of the correlated 
multielectron response to decode the interplay between different 
many-body states, triggered by the interaction with a few-cycle mid-IR 
pulse. Ultimately, the analysis of the multidimensional spectra allows us 
to uncover the physical picture of the underlying correlated dynamics 
in this system, in both space and time. Fundamentally, we show that 
the sub-cycle spectroscopy of the one-particle response gives direct 
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Fig. 1 | Temporal evolution of the density of states showing light-induced 
transition from metallic to Mott-insulating states. The orange curve shows  
the temporal profile of the laser pulse. a,c,e, F0 = 0.1 V A–1 (a), F0 = 0.5 V A–1 (c) and  
F0 = 2.0 V A–1 (e). Artefact of the Fourier transform that appears in 0–2.5 fs is covered 
by a shadow. b,d,f, Oscillations of electron density at energies corresponding to 
the LHB (E = −1.250 eV; red), UHB (E = 1.250 eV; blue) and QP (E = −0.215 eV, green) 

for F0 = 0.1 V A–1 (b), F0 = 0.5 V A–1 (d) and F0 = 2.0 V A–1 (f). The red, green and blue 
shadings mark three different regimes of field-driven dynamics. Red shading, 
density at LHB and UHB oscillates out of phase; blue shading, locking regime, 
density at LHB and UHB oscillates in phase; green shading, intermediate regime. 
The vertical lines indicate the maxima in LHB and UHB populations, correlated to 
the minima in QP populations in the locking regime.
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and the Hubbard U = 2.50 eV (ref. 76). The specific value of U/T1 = 5.8 in 
our case corresponds to the region of the largest many-body effects, 
according to the diagrammatic Monte Carlo analysis77, and is close to 
U/T1 for other cuprates78–80. Our results, including the initial equilibrium 
state with a prominent maximum at the quasiparticle peak (QP) and fea-
turing the lower Hubbard band (LHB) and upper Hubbard band (UHB) 
are, thus, characteristic for all the cuprate materials. We use few-cycle 
pulses centred at λ = 1,500 nm (ω = 0.827 eV) and duration of 7.7 fs 
(full-width at half-maximum), with a total simulation time of 32.8 fs. To 
demonstrate that our results are typical for the low-frequency regime 
(ω ≪ U), we also present simulations for λ = 3,000 nm (ω = 0.413 eV).

Figure 1a,c,e shows the temporal profile of the occupied density 
of states (Methods) for the field strengths F0 from 0.1 to 2.0 V A–1 and 
ω = 0.827 eV. Supplementary Section 5 shows the temporal profile for 
ω = 0.413 eV, together with the vertical one-dimensional cuts showing 
the density of states before, during and after the pulse.

At F0 ≈ 0.1 V A–1 (I0 ≈ 1.6 × 1011 W cm–2), the voltage across a unit cell  
approaches the hopping rate, a0F0 ≈ T1. Thus, F0 ≈ 0.1 V A–1 could modify  
the effective hopping rate within the laser cycle and alter the structure 
of the correlated system. Indeed, the transfer of spectral weight from  
the the prominent maximum at the QP (located near the zero energy) 
before the onset of the laser pulse to the Hubbard bands during the laser 
pulse becomes prominent as soon as F0 approaches 0.1 V A–1 (Fig. 1a). After  
the transition at ~17.5 fs, the spectral density remains predominantly in 
the LHB and does not return to the QP after the pulse ends. Already for 
this field, Fig. 1a shows the importance of the sub-cycle response: the 
cycle-averaged renormalized hopping T1 → T1J0(F0a0/ω) = 0.97T1 does not 
lead to any substantial changes in the spectral density, let alone to the 
major restructuring observed in Fig. 1a (Supplementary Sections 1 and 2).  
This result shows how the fast multielectron response (U ≫ ω) ‘teams up’ 
with the sub-cycle suppression of hopping T1 to trigger the long-term 
restructuring of the correlated spectral density towards the state requir-
ing U/T1 ≥ 8 in the field-free case.

At higher fields (Fig. 1c,e), we see a substantial transfer of the spec-
tral density to the UHB (situated at E = 1.25 eV), with the electron density 
peaking at energies corresponding to the UHB and LHB. Crucially, this 
dichotomic structure survives well after the end of the pulse. Thus,  
Fig. 1a,c,e signifies the transition from a metallic to a highly correlated 
state in which the light-driven current is fully quenched (Fig. 4d).

To understand these complex many-body dynamics, we first look 
at the cuts (Fig. 1b,d,f) of the electron density for specific energies 
corresponding to the LHB (E = −1.250 eV), UHB (E = 1.250 eV) and QP 
(maximizing at E = −0.215 eV). The exchange of population (Fig. 1d) 
has three distinct regimes, marked as three shaded areas (Fig. 1b,d,f): 
around 4–11 fs (red), 11–16 fs (green) and beyond 16 fs (blue). The first 
regime (red shading) shows decreasing electron density at the energy 
corresponding to the QP peak and increasing density at energies corre-
sponding to the LHB and UHB (Fig. 1b), with the populations at the LHB 
and UHB energies oscillating out of phase (Fig. 1b). In the second regime 
(Fig. 1d, green-shaded area), the density at UHB energy increases, 
whereas the density at LHB energy decreases. The third regime is the 
most interesting as it directly precedes the phase transition: we observe 
in-phase oscillations of the electron density at UHB and LHB energies 
(Fig. 1d, blue-shaded area). At higher intensities, the electron densities 
at UHB and LHB energies are not only synchronized with the field oscil-
lations but are also locked to each other: both populations are equal 
and oscillate exactly in phase (t > 14 fs; Fig. 1f, blue-shaded area). The 
maxima of these locked populations are synchronized with the minima 
in the density located at the QP and are correlated with the instantane-
ous laser-field oscillations. The locking of populations at the three key 
energies of the system is correlated with the onset of metal–insulator 
transition (Fig. 1c,e) and allows us to decode the pathways of charge 
and energy flows between the correlated states, as described below.

The cartoon in Fig. 2a illustrates the three key field-free many-body 
states of our system using the dynamical mean-field theory language81. 

The characteristic many-body states contributing to the signal at the 
LHB mainly involve electrons localized on singly occupied lattice sites, 
QP represents the superposition of delocalized and localized electrons, 
and doubly occupied and unoccupied sites are the characteristic of 
many-body states contributing to the UHB. The analysis (Supplemen-
tary Section 2) shown in Fig. 1f suggests that the density oscillations at 
QP are in phase with the laser field: the minima coincide with F(t) ≃ 0, 
and the maxima coincide with ∣F(t)∣ ≃ F0. The rate of flow of electron 
density from the LHB and UHB maximizes near zeros of field oscilla-
tion, whereas the rate of flow of electron density to the LHB and UHB 
maximizes near the instantaneous maxima of the field.

To decode the physics underlying these sub-cycle electron dynam-
ics, we need a spectroscopy technique sensitive to such dynamics. To 
this end, we exploit the full spectroscopic nature of the one-particle 
Keldysh Green’s function G<(t, t − τ), which describes two photoioniza-
tion events delayed by τ. Formally, G<(t, t − τ) in the presence of the IR 
field corresponds to a sequence of three pulses (Fig. 2b) reminiscent 
of—but not identical to—the setup of nonlinear 2D spectroscopy82. In 
this sequence, the intense low-frequency field plays the role of a con-
trol pulse, which modifies our system between the photoionization 
events at t and t − τ. G<(t, Ωτ) (Fig. 1) is the energy-domain counterpart 
of G<(t, t − τ) (the Fourier transform of G<(t, t − τ) with respect to τ). It 
can be retrieved from multipulse time- and angle-resolved photoemis-
sion experiments83 (Supplementary Fig. 5) for the mapping between 
G<(t, Ωτ) and the photoelectron spectra. Supplementary Section 4 
provides a representative time-resolved photoelectron spectrum for 
the IR field with λ = 3 μm, with sub-cycle dynamics resolved even by a 
2.5 fs ionizing pulse owing to the long period of the IR driver. If we select 
a value of Ωτ in G<(t, Ωτ) and Fourier transform G<(t, Ωτ) with respect to 
the delay t between the control pulse and pump–probe pair, we obtain 
the spectrum of the states (transition frequencies) that the Floquet 
state associated with Ωτ couples to (Methods). Indeed, for the dynam-
ics described by a single Floquet state, G<(t, Ωτ) should periodically 
behave as a function of t, and its Fourier transform will only show the 
sidebands at ±nω (n is an integer; Fig. 2c, ladder of red–brown peaks). 
In contrast, in the presence of non-adiabatic transitions between the 
Floquet states, G<(t, Ωτ) becomes aperiodic and its Fourier transform 
will show the new frequencies appearing due to non-adiabatic excita-
tions (Fig. 2c, green peaks).

Next, we can reveal the underlying sub-cycle dynamics by scan-
ning the CEP ϕCEP of the IR (control) pulse and recording the result-
ing response G<(t, t − τ, tCEP) as a function of tCEP = ϕCEP/ω. The Fourier 
transform of G<(t, t − τ, tCEP) with respect to tCEP shows the speed of 
response84: from instantaneous to cycle averaged. The broader the 
resulting spectrum is with respect to the CEP (Fig. 2c shows the sche-
matic), the stronger is the non-trivial CEP dependence and the stronger, 
faster and more sensitive to the instantaneous electric field are the 
non-adiabatic transitions between the Floquet states.

We now focus on non-adiabatic dynamics to highlight the part  
of the interaction that is fundamentally different from the cycle- 
averaged response. To this end, we consider the difference between 
the derivatives of Green’s function with respect to t and tCEP, that is, 
ΔG<

ij (t, t − τ, tCEP) (Δ ≡ ∂
∂t
− ∂

∂tCEP
). Here ΔG<

ij (t, t − τ, tCEP) contains only 

non-adiabatic transitions and provides direct access to non-equilibrium 
two-particle dynamics via the respective Green’s functions Kpm

ijσ (t, t − τ) 
and ̃Kpm

ijσ (t, t − τ) (Methods):

ΔG<
ijσ = − ∑

m,p
f(t − τ)amp(t − τ)Kpm

ijσ (t, t − τ)

− ∑
m,p

f(t)amp(t) ̃Kpm
ijσ (t, t − τ) + ΔG(1)<

ijσ ,
(1)

where f(t) is the envelope of the short pulse, amp(t) = ⟨Ψm(t)|
∂
∂f
|Ψp(t)⟩ is 

the amplitude of the non-adiabatic transition between the time- 
dependent states evolving from the field-free eigenstates |Ψm(t0)〉  
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and |Ψp(t0)〉, ΔG(1)<
ij  are the non-adiabatic terms of one-particle nature 

and

Kpm
ijσ (t, t − τ) = U⟨Ψp(t0)|c†iσ(t − τ)niσ(t − τ)cj,σ(t)|Ψm(t0)⟩, (2)

̃Kpm
ijσ (t, t − τ) = U⟨Ψp(t0)|cjσ(t)njσ(t)c†i,σ(t − τ)|Ψm(t0)⟩. (3)

Here U is the on-site Coulomb interaction, c†iσ  (cjσ) are the fermionic 
creation (annihilation) operators for site i (j) and spin σ, and niσ = c†iσciσ 
is the particle number operator.

To visualize the non-adiabatic transitions encoded in ΔG<(Ωτ, Ωt,  
ΩCEP), we fix Ωτ and plot the resulting 2D spectrum ∣ΔG<(Ωτ, Ωt, ΩCEP)∣ as a 
function of Ωt (vertical axis) and ΩCEP (horizontal axis) (Fig. 2c shows the 
schematic). Figure 3 shows the respective 2D spectra ΔG<(Ωτ, Ωt, ΩCEP) 
for three intensities and for Ωτ = −1.25 eV (LHB) and Ωτ = 1.25 eV (UHB). 
At the lowest field of F0 = 0.1 V A–1 and for Ωτ = −1.25 eV, the two peaks 
dominating the spectrum (Fig. 2a) at ΩCEP = 0 correspond to the LHB 
(Ωt = 0) and QP (Ωt ≃ 1.25 eV). Figure 3b shows the 2D spectra for 
Ωτ = 1.25 eV corresponding to the UHB, for the same F0. The dominant 
peak at ΩCEP = 0 corresponds to the contribution of QP, signifying 
transitions between QP and UHB.

At the intermediate field of F0 = 0.5 V A–1 (Fig. 3c,d), the peaks at 
ΩCEP = 0 (Fig. 3c) (for Ωτ = −1.25 eV; LHB) correspond to the Floquet lad-
ders associated with both QP and LHB, with broad overlapping steps. 

The CEP-sensitive dynamics becomes more important in the LHB–QP 
transitions. The dominant part of the upper peak at ΩCEP = 2ω is due  
to the QP lifted by one photon or UHB.

In the spectroscopic portrait of the system in the high-field regime 
(F0 = 2 V A–1), Fig. 3e,f contains several new features. First, we see a broad 
spectrum along the vertical axis (Ωt) for a wide range of the horizontal 
axis (ΩCEP). Second, the sub-cycle dynamics is very important and the 
spectrum has individual sub-cycle cut-offs: the highest positive and high-
est negative Ωt depend on ΩCEP. These cut-offs appear to be proportional 
to the instantaneous values of the laser field and increase with increasing 
ΩCEP > 0. Third, the overall 2D spectra are shifted towards positive values 
of Ωt for LHB (corresponding to absorption) and negative values of Ωt 
for UHB (corresponding to emission). The respective peaks at ΩCEP = 4ω 
(Fig. 3e) and ΩCEP = −4ω (Fig. 3f) indicate their strongly sub-cycle nature. 
Fourth, although the direct non-adiabatic transitions between LHB and 
UHB (Fig. 3e, orange circles) become visible, the non-adiabatic transi-
tions are still dominated by the LHB ↔ QP and UHB ↔ QP couplings.

Indeed, the onset of locking is synchronized with the saturation 
of energy transfer from the field to the system (Fig. 4a). For the highest 
field (F0 = 2 V A–1), the maximum energy saturates at zero. The onset of 
locking (Fig. 4c) is accompanied by the suppression of current (Fig. 4d), 
which is fully quenched at ~18 fs (Fig. 4c,e) when the insulating state 
is established. Note that Fig. 4c,d shows the lower laser frequency of 
ω = 0.413 eV, demonstrating that our results are independent of the 
frequency of the non-resonant field.
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Fig. 2 | Spectroscopic nature of Keldysh Green’s function G<. a, Cartoon 
view of the key many-body states corresponding to the spectroscopic signal 
at energies of the LHB, QP and UHB. The orange circles stand for lattice sites; 
green circle, an electron localized on a lattice site; white arrows, orientation 
of electron spin; grey circle and grey cloud, a delocalized electron; and two 
oppositely oriented white arrows, a doubly occupied site. The double-headed 
arrows indicate the possible sub-cycle transitions driven by the field in the 
phase-locking regime (Fig. 1f). b, Scanning delay τ between the pump and probe 
pulses (violet) and delay t between the pump–probe pair and the control pulse 
(red) form a two-dimensional dataset for Green’s function G<(t, t − τ), emulating 

the photoionization signal. Scanning the CEP (ϕCEP) of the control pulse yields the 
third dimension of the spectroscopic signal G<(t, t − τ, tCEP). c, Fourier transform of 
G<(t, t − τ, tCEP) with respect to all the arguments yields G<(Ωτ, Ωt, ΩCEP). A cartoon  
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red–brown peaks illustrate the associated Floquet ladder representing the laser-
dressed LHB state. The appearance of green peaks at QP ± nω and UHB is due to 
non-adiabatic transitions between the laser-dressed states, namely, LHB ↔ QP 
and UHB ↔ QP. The extension of green peaks in the ΩCEP dimension quantifies the 
sub-cycle response time.
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This spectroscopic information points to the following sim-
plified picture of many-body dynamics in the locking regime. The 
synchronized cycling of charge flow along the two ‘circuits’, namely, 
LHB → QP → LHB and UHB → QP → UHB, appears to dominate the dynam-
ical photon-dressed many-body state just before it freezes into the 
final state after the end of the laser pulse. At the peak of the field, a 
localized electron in the LHB is promoted to the QP, leaving an empty 
site behind. At the same time, the strong field also destroys doublons: 
a doublon from the UHB loses one of its electrons into the QP. The total 
energy does not change during these two synchronized processes. 
Near the instantaneous zero of the field, the QP electrons localize on 
the empty or half-filled sites of the lattice completing the oscillation 

cycle: localization at an empty site contributes to the population in 
the LHB, whereas localization at a half-filled site contributes to the 
population in the UHB. However, in contrast to light-driven dynamics 
in dielectrics11, the flow of charge between LHB and QP or UHB and QP 
cannot be understood as a single-electron oscillation.

Indeed, the time evolution of double occupancy (Fig. 4b) shows 
that in the locking regime, the doublon production saturates at 0.25—
the maximum value for an uncorrelated system. Thus, every produced 
doublon decays and its fragments randomly occupy lattice sites. This 
‘randomness’ limits the total energy increase to zero energy and pre-
cludes population inversion, that is, achieving a higher electron density 
at the UHB compared with LHB. This apparent randomness could be 
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a sign of entanglement destroyed by our observation. For example, 
calculating the double occupancy, we trace out a multitude of differ-
ent ways in which doublons are created and destroyed in each laser 
cycle, that is, we do not follow their individual Feynman paths when 
calculating this observable, and therefore, we partially destroy the 
entanglement in our system.

In correlated systems, a large increase in the electron tempera-
ture can transform a metal into a bad metallic or insulating-like state. 
However, in our case, the opening of the gap and the peculiar dynamics 
already observed within a small fraction of the laser cycle is clearly not 
thermal. In contrast to phonon-driven transitions85, our mechanism is 
purely electronic.

Our results show the power of the sub-cycle response to record 
and address non-equilibrium many-body dynamics. Here we consid-
ered the first derivative with respect to Δ ≡ ∂

∂t
− ∂

∂tCEP
, which gave us 

access to non-equilibrium two-particle correlations. Likewise, the nth 
derivative, Δn, contains the non-equilibrium n-particle Green’s func-
tions. If the correlations are strong, as is the case here, odd and even 
multiphoton pathways contributing to the CEP-dependent response 
can involve photon absorption by different electrons, with correlated 
interaction establishing coherence between these interfering events. 
Note that in contrast to the standard equilibrium (diagonal in m) expres-
sion for the two-particle Green’s functions, namely, Kmm

ijσ (t, t − τ) and 
Kmm
ijσ (t, t − τ), ΔG<

ij  features non-equilibrium two-particle correlations, 
which would not be recorded in long pulses, as ΔG<

ij = 0 in this case, 
corresponding to the standard Floquet regime.

Our current setup corresponds to attosecond pulses performing 
photoionization and a strong IR pulse controlling the phase transition. 
The carrier of the IR pulse is well below the work function and the 
required IR-field strengths are also below the range where the field 
induces material breakdown. To probe the shells of interest, we envi-
sion a pair of sub-femtosecond vacuum ultraviolet–extreme ultraviolet 
pulses in the range of 20–30 eV; such pulse pairs have now become 

available86. The experiment can also be performed with attosecond 
pulse trains leading to the RABBIT87 method, which also gives access 
to the phase of the photoionization spectrum and thus to Green’s 
functions analysed in this Article. The experiments envisioned here are 
now becoming realistic, owing to remarkable advances in the genera-
tion of high-energy sub-femtosecond waveforms86,88 and attosecond 
interferometry including the generation of two phase-locked attosec-
ond pulses with attosecond timing with respect to each other89, full 
control of polarization (parallel or perpendicular), attosecond lock 
with respect to the generating IR pulse90,91 and temporal resolution 
well below 1 fs. Another example is the waveform synthesis technology 
developed in attosecond picoscopy65.

Our findings demonstrate the possibility of manipulating the 
phases of correlated systems with strong non-resonant fields on the 
sub-cycle timescale, in a manner that is robust against the frequency of 
the driving field. Even though such non-resonant light-induced modifi-
cations of the electronic structure vanish in atoms or molecules once the 
light is turned off, in a strongly correlated system, light-induced reshap-
ing of the electron density can lead to persistent modifications surviving 
after the end of the pulse, as we see here. The pulse can, thus, transfer the 
system into a correlated state inaccessible under equilibrium conditions 
between electrons and lattice, with non-adiabatic transitions triggering 
non-equilibrium many-body correlations (equation (2)). The achieved 
final state is controlled by charge density and currents shaped on the 
sub-laser-cycle timescale; the spectroscopy introduced here can pro-
vide key insights in analysing and designing such excitation pathways.
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Methods
Simulations
The Hamiltonian is

H(t) = ∑
ijσ

Tij(t)c†iσcjσ + U∑
i
(ni↑ −

1
2 ) (ni↓ −

1
2 ) , (4)

where i and j label the lattice sites, U is the on-site Coulomb interaction, 
c†iσ  (cjσ) are the fermionic creation (annihilation) operators for site i (j) 
and spin σ, and niσ = c†iσciσ is the particle number operator. The hopping 
amplitudes Tij(t) between the sites i and j include the nearest-neighbour 
(T1) and next-nearest-neighbour (T2) terms. The external low-frequency 
laser field (frequency ω < U, W = 8T1) is included via the Peierls 
substitution:

Tij(t) = Tij exp (−i∫
Ri

Rj

dr ⋅ A(t)) , (5)

where A(t) is the field-vector potential and F(t) = −∂A(t)/∂t. The 
one-particle dispersion is

ε(k, t) = 2T1 [cos(kx + Ax(t)) + cos(ky + Ay(t))]

+ 4T2 [cos(kx + Ax(t)) ⋅ cos(ky + Ay(t))] .
(6)

The total energy Etot(t) = Ekin(t) + Epot(t) includes potential and kinetic 
terms, namely,

Epot(t) = U ⟨(n↑ −
1
2 ) (n↓ −

1
2 )⟩ , (7)

Ekin(t) = −i∑
k
εkG<

k+A(t)(t, t), (8)

respectively, where G̃<
k (t, t)  is the gauge-invariant70 lesser Green’s  

function. The momentum distribution function is

n(k, t) = f(k, t) = −iG̃<
k (t, t) = −iG<

k+A(t)(t, t). (9)

The population density is calculated as

G<(ω, t) = 1
π Im∫ dseiωsG<(t, t − s). (10)

Due to the limitation in time data, the selected Fourier transform  
produces some blur on the graph of the occupied states for the  
first 5 fs.

The time-resolved photoemission intensity is given by

I(ω, tp) = −i∫ dtdt′S(t)S(t′)eiω(t−t′)G<(t + tp, t′ + tp), (11)

where S(t − tp) is the envelope of the probe pulse centred at tp (ref. 92).

Direct access to non-adiabatic many-body dynamics
Here we develop the strategy for isolating the non-adiabatic response 
in the one-particle Green’s function. In a long laser pulse, the depend-
ence of the instantaneous electric field on the CEP amounts to the 
overall time shift t = t′ + tCEP. This trivial dependence is of no interest 
and should be removed when analysing Green’s function G<

ij (t, t − τ, tCEP). 
To see how this should be done, let us assume—for a moment—that its 
CEP dependence amounts only to the overall time shift in the argument 
t = t′ + tCEP:

G̃<
ij (t, t − τ, tCEP) = G̃<

ij (t′, t′ − τ). (12)

If this is the case, Green’s function should obey the following equation:

∂G<
ij

∂t
(t, t − τ, tCEP) =

∂G<
ij

∂tCEP
(t, t − τ, tCEP). (13)

Therefore, differentiating Green’s function G<
ij (t, t − τ, tCEP)  with  

respect to t and tCEP and subtracting the resulting terms, we obtain the 
differential contribution ΔG<

ij (t, t − τ, tCEP) , which no longer contains 
trivial dependence:

ΔG<
ij (t, t − τ, tCEP) =

∂G<
ij

∂t
(t, t − τ, tCEP) −

∂G<
ij

∂tCEP
(t, t − τ, tCEP). (14)

We use ΔG<
ij (t, t − τ, tCEP)  for building the 2D spectroscopy maps as a 

function of Ωt and ΩCEP.
Now, we can explicitly evaluate ΔG<

ij (t, t − τ, tCEP)  (equation (14))  
for an arbitrary Hamiltonian H(t).

Since we consider coherent dynamics, we can rewrite equation 
(16) for Green’s function as follows93,94:

G<
ij (t, t − τ) = i∑

m
⟨Ψm(t0)|c†i (t − τ)cj(t)|Ψm(t0)⟩, (15)

where |Ψm(t0)〉 are the field-free eigenstates of the system and t0 is  
the initial moment before the laser pulse. Inserting the resolution of 
identity I = ∑n |Ψn(t0)⟩ ⟨Ψn(t0)| on the field-free eigenstates, we get

G<
ij (t, t − τ) = i∑

m,n
⟨Ψm(t0)|c†i (t − τ)|Ψn(t0)⟩ ⟨Ψn(t0)|cj(t)|Ψm(t0)⟩ , (16)

and switching from the Heisenberg to Schrödinger picture by trans-
forming the temporal dependence from the operators to the wave-
functions, we obtain

G<
ij (t, t − τ) = i∑

m,n
⟨Ψm(t − τ)|c†i |Ψn(t − τ)⟩ ⟨Ψn(t)|cj|Ψm(t)⟩ , (17)

where |Ψm(t)〉 are time-dependent basis states evolving from the 
field-free states under the influence of the full propagator: 
|Ψm(t)⟩ = 𝒯𝒯e−i∫

t
0 H(t′)dt′ |Ψm(t0)⟩ , where 𝒯𝒯  is a time-ordering operator.  

Since the evolution is unitary, the time-dependent basis states remain 
orthogonal to each other at any time t within the pulse.

Since our Hamiltonian explicitly depends on t and tCEP, H(f(t),  
t + tCEP), where f(t) is a short pulse envelope, the derivatives of the  
Hamiltonian with respect to each time can be explicitly calculated:

∂H
∂t

= ∂H
∂f

∂f
∂t

+ ∂H
∂tCEP

. (18)

This yields

ΔH = ∂H
∂f

∂f
∂t
, (19)

where we have introduced an operator Δ ≡ ∂
∂t
− ∂

∂tCEP
. To evaluate 

ΔG<
ij (t, t − τ) , we take into account the fact that one can rewrite the 

Schrödinger equation for ΔΨm in the equivalent form explicitly con-
necting ΔH and ΔΨm (|Ψm(t0)〉 = 0):

|ΔΨm(t)⟩ = −i∫
t

t0
dt′𝒯𝒯e−i∫

t
t′ H(t′′)dt′′ΔH𝒯𝒯e−i∫

t′
t0

H(t′′)dt′′ |Ψm(t0)⟩ . (20)

Explicitly writing ΔG<
ij , we obtain

ΔG<
ij = i∑

m,n
⟨ΔΨm(t − τ)|c†i |Ψp(t − τ)⟩ ⟨Ψn(t)|cj|Ψm(t)⟩ + (21)
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i∑
m,n

⟨Ψm(t − τ)|c†i |ΔΨp(t − τ)⟩ ⟨Ψn(t)|cj|Ψm(t)⟩ + (22)

i∑
m,n

⟨Ψm(t − τ)|c†i |Ψn(t − τ)⟩ ⟨ΔΨn(t)|cj|Ψm(t)⟩ + (23)

Substituting equation (20) into the above equations and limiting 
ourselves to the terms of the leading order with respect to ∂

∂t
 and ∂

∂f
, we 

find that ΔG<
ij  is proportional to the amplitudes of non-adiabatic transi-

tions amp(t) = ⟨Ψm(t)|
∂
∂f
|Ψp(t)⟩ and between the quasienergy states:

ΔG<
ij = − ∑

m,p
f(t)amp(t)⟨Ψp(t0)| [cj(t),HH(t)] c†i (t − τ)|Ψm(t0)⟩+

+ ∑
m,p

f(t − τ)amp(t − τ) ⟨Ψp(t0)| [c†i (t − τ),HH(t − τ)] cj(t)|Ψm(t0)⟩ ,
(25)

where HH(t − τ) is the Hamiltonian operator in the Heisenberg picture. 
Substituting the explicit expressions for the the commutators  
[c†i (t − τ),HH(t − τ)]  and [cj(t),HH(t)]  for the Hubbard model and focus-
ing on the correlated part of the Hamiltonian H2 = U∑iniσniσ:

[c†i (t − τ),HH
2 (t − τ)] = −Uc†i,σ(t − τ)ni,σ(t − τ), (26)

[cj(t),HH
2 (t)] = Uci,σ(t)ni,σ(t). (27)

We obtain that ΔG<
ij  (ΔG

<
ijσ) (Fig. 3) directly reflects the non-equilibrium 

two-body Green’s functions Kpm
ijσ (t, t − τ) and ̃Kpm

ijσ (t, t − τ):

ΔG<
ijσ(t, t − τ) = − ∑

m,p
f(t − τ)amp(t − τ)Kpm

ijσ (t, t − τ)

− ∑
m,p

f(t)amp(t) ̃Kpm
jiσ (t, t − τ) + ΔG(1)<

ijσ ,
(28)

where f(t) is the envelope of the short pulse, amp(t) = ⟨Ψm(t)|
∂
∂f
|Ψp(t)⟩ is 

the amplitude of non-adiabatic transitions between the time-dependent 
states evolving from the field-free eigenstates |Ψm(t0)〉 and |Ψp(t0)〉, 
ΔG(1)<

ij  are the non-adiabatic terms of one-particle nature and

Kpm
ijσ (t, t − τ) = U ⟨Ψp(t0)|c†iσ(t − τ)niσ(t − τ)cj,σ(t)|Ψm(t0)⟩ , (29)

̃Kpm
ijσ (t, t − τ) = U ⟨Ψp(t0)|cjσ(t)njσ(t)c†i,σ(t − τ)|Ψm(t0)⟩ . (30)

Here U is the on-site Coulomb interaction, c†iσ  (cjσ) are the fermionic 
creation (annihilation) operators for site i (j) and spin σ. Also, niσ = c†iσciσ 
is the particle number operator. Note that in contrast with the standard 
equilibrium (diagonal in m) expressions of

Kmm
ijσ (t, t − τ) = U ⟨Ψm(t0)|c†iσ(t − τ)niσ(t − τ)cj,σ(t)|Ψm(t0)⟩ , (31)

̃Kmm
ijσ (t, t − τ) = U ⟨Ψm(t0)|cjσ(t)njσ(t)c†i,σ(t − τ)|Ψm(t0)⟩ , (32)

which would appear in ∂Gijσ/∂t, off-diagonal Kpm
ijσ (t, t − τ) and ̃Kpm

ijσ (t, t − τ) 
in equations (29) and (30), respectively, feature non-equilibrium 
two-particle correlations, which would not be recorded in long pulses 
(ΔG<

ij = 0), corresponding to the standard regime of cycle-averaged 
field-driven dynamics, which lays at the foundations of Floquet 
engineering.

Recovering full Green’s function from photoelectron 
measurements
Although time- and angle-resolved photoemission experiments 
are directly related to Green’s function, going back from time- and 
angle-resolved photoemission to Green’s function is non-trivial. In 
particular, analysing the photoemission from a single pulse is restricted 
by energy–time uncertainty92. Multipulse spectroscopy does not suffer 

i∑
m,n

⟨Ψm(t − τ)|c†i |Ψn(t − τ)⟩ ⟨Ψn(t)|cj|ΔΨm(t)⟩ . (24)

from this limitation and allows for the full retrieval of Green’s function, 
as discussed in other work83 and in the discussion below.

The full information in Green’s function can be retrieved by suit-
able measurements, for example, by exploiting the dependence of the 
photoemission signal on the phase delay between interfering parts of 
the photoemission pulse83. With this in mind, we can say that G<(t, t − τ) 
emulates the photoionization signal arising from the interference of 
two photoionization events at t and t − τ.

To demonstrate how a time-resolved photoemission experiment 
may, in principle, resolve the full Green’s function, we start from the 
general expression given in another work92 as

I(ω, tp) = ∫ dtdt′ eiω(t−t′)(−i)G<(t, t′) s(t)s(t′)∗, (33)

where orbital and momentum indices are omitted for simplicity, ω is 
the frequency of a probe pulse and s(t) is its envelope. Evidently, a single 
Gaussian probe pulse of width δt implies a measurement of G<(ω, t) 
with an uncertainty-limited filter in time and frequency. However, with 
suitable pulses, equation (33) shows that, in principle, the full-time 
dependence can be retrieved from experiment. For example, to meas-
ure G<(t, t′) in a given time window, we choose an orthonormal basis 
ϕn(t) for time-dependent functions in that interval, and expand 
−iG<(t, t′) = ∑n,n′ϕ

∗
n(t)gn,n′ϕn′ (t′). The matrix gn,n′ is Hermitian and posi-

tive definite. A probe pulse S(t) = ϕn(t) then measures the diagonal 
components, namely, I< = gn,n. A probe pulse S(t) = ϕn(t) + eiφϕm(t) gives 
I< = gn,n + gm,m + e−iφgn,m + eiφgn,m; therefore, the off-diagonal components 
gn,m can be obtained by scanning the phase difference φ.

Spectroscopic nature of the double-time lesser Green’s 
function
The double-time lesser Green’s function provides information about the 
spectrum of occupied states of the system and is indispensable for visual-
izing the electronic structure and dynamics. We review the emergence of 
laser-dressed states in its structure using the approach presented in the 
‘Direct access to non-adiabatic many-body dynamics’ section, starting 
from equation (17). Consider the typical Floquet regime corresponding 
to a continuous-wave pulse. The quasienergy states can be written as

Ψm(t) = e−iℰmtfm(t),Ψn(t) = e−iℰntfn(t), (34)

where ℰm (ℰn) is the quasienergy of a Floquet state m (n) and fm(t) (fn(t)) 
is a periodic function of time. Introducing auxiliary functions Φnm(t) 
and Φ(+)

mn (t − τ), that is,

Φnm(t) ≡ ⟨Ψn(t)|cj|Ψm(t)⟩ = ei(ℰn−ℰm)tfnm(t), (35)

Φ
(+)
mn (t − τ) ≡ ⟨Ψm(t − τ)|c†i |Ψn(t − τ)⟩ = e−iℰn(t−τ)+iℰm(t−τ)fmn(t − τ), (36)

we can rewrite the expression for Green’s function as

G<
ij (t, t − τ) = i∑

m,n
Φ(+)

mn (t − τ)Φnm(t) = ∑
m,n

fmn(t − τ)fnm(t)e−i(ℰm−ℰn)τ (37)

Since the functions fmn(t) and fnm(t − τ) are periodic, we can expand 
them in a Fourier series:

fnm(t) = ∑
k
anm
k eiωkt, (38)

fmn(t − τ) = ∑
k′

amn
k′ e−iωk′(t−τ). (39)

Thus,

G<
ij (t, t − τ) = i∑

m,n
∑
k′ ,l

amn
k′ anm

k′+le
−ilωte−i(ℰm−ℰn+k′ω)τ (40)

and the Fourier transform with respect to τ yields Ωτ = ℰm − ℰn + k′ω, 
where ℰm − ℰn  represents the spectral energy on the vertical axis  
(Fig. 1a,c,e). If we fix Ωτ = −1.25 eV (LHB), then k′ = 0. Fourier transform-
ing equation (40) with respect to t, we obtain Ωt = lω and anm

l  are the 
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amplitudes of the Floquet ladder starting from zero energy, that is, the 
Floquet ladder corresponding to LHB for Ωτ = −1.25 eV. Thus, in the 
standard Floquet picture, fixing Ωτ = E (as done in Fig. 3) leads to the 
observation of a standard Floquet ladder from state E.

The situation dramatically changes in the presence of non- 
adiabatic transitions between the Floquet states. Suppose such a non- 
adiabatic transition couples the Floquet state m to another Floquet 
state m′. Then,

Φnm(t) = λmm(t)ei(ℰn−ℰm)tfnm(t) + λm′m(t)ei(ℰn−ℰm′ )tfnm′ (t) (41)

and

Φ
(+)
mn (t − τ) = λmm(t − τ)e−i(ℰn−ℰm)(t−τ)fmn(t − τ)

+λmm′ (t − τ)e−i(ℰn−ℰm′ )(t−τ)fm′n(t − τ),
(42)

where the coefficients λmm′(t) represent the amplitudes of non-adiabatic 
transitions between the quasienergies ℰm and ℰm′. In this case, the 
product Φmn(t − τ)Φnm(t), contributing to G<

ij (t, t − τ) in equation (37), 
acquires three additional terms (equations (44)–(46)):

Φmn(t − τ)Φnm(t) = λmm(t)λmm(t − τ)fnm(t)fmn(t − τ)ei(ℰn−ℰm)τ+ (43)

λm′m(t)λmm(t − τ)fnm′ (t)fmn(t − τ)ei(ℰm−ℰm′ )tei(ℰn−ℰm)τ+ (44)

λmm(t)λmm′ (t − τ)fnm(t)fm′n(t − τ)ei(ℰm′ −ℰm)tei(ℰn−ℰm′ )τ+ (45)

λm′m(t)λmm′ (t − τ)fnm′ (t)fm′n(t − τ)ei(ℰn−ℰm′ )τ. (46)

Non-adiabatic transitions from state with quasienergy ℰm to state with 
quasienergy ℰm′ lead to new features in the spectrum along both Ωτ and 
Ωt dimensions. Indeed, although the term in equation (43) is similar to 
that in equation (37), the term in equation (46) adds new frequency to 
the spectrum along the Ωτ dimension. In addition, terms represented 
by equations (44) and (45) oscillate (in time t) at ‘new’ frequencies 
±(ℰm′ − ℰm), which will appear along the Ωt direction. Thus, we see that 
non-adiabatic transitions lead to significant restructuring of the spec-
trum encoded in G<

ij (t, t − τ) and are revealed after Fourier transforms 
with respect to τ and t.

To reveal the timescale of non-adiabatic transitions, we need to 
employ the additional dimension, sensitive to sub-laser-cycle features 
of electron dynamics. The CEP is a natural choice. Scanning CEP, we 
obtain G<

ij (t, t − τ, tCEP). Fourier transform with respect to tCEP (ref. 84) 
allows us to tag each non-adiabatic transition and quantify the role of 
sub-laser-cycle dynamics in restructuring the spectrum of the system 
as well as in the formation of the final insulating state.

Data availability
The data for Figs. 1–4 are available via GitHub at https://github.com/
vvalmispild/Sub-cycle-multidimensional-spectroscopy/tree/main. 
Permission to access the data is available from the corresponding 
author upon reasonable request.

Code availability
The data presented in the manuscript were obtained by the 
time-dependent dynamical mean-field theory method within the 
Non-Equilibrium Systems Simulation (NESSi) package (its source 
code is subject to the terms of the Mozilla Public License v. 2.0;  
https://github.com/nessi-cntr/nessi).
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